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CHAPTER 20

Bilingual Lexical Representation: A Closer
Look at Conceptual Representations

Annette M. B. de Groot

Department of Psychology
University of Amsterdam, The Netherlands

Although usually extremely simple, the figures that illustrate bilingual memory
organization in journal articles and book chapters often do a good job of accounting for
the data. Yet, when studying them, one cannot help wondering every so often whether,
rather than parsimoniously capturing its essence, these few strokes and dashes may do
injustice to the complexity of reality. Take, as an example, Figure 1, It is based on my
own work on between-language repetition and semantic priming (de Groot & Nas, 1991)
and on word translation (de Groot, in press). ’

As is ofien done when depicting bilingual memory organization, two representational
levels are distingoished. A whole word is represented in a single node at the lexical level;
its meaning in a single node at the conceptual level. In other papers (e.g., Chen & Leung,
1989, Potter, So, Von Eckardt, & Feldman, 1984), instead of circles for individual words
and their meanings, boxes are drawn to represent whole word and concept systems.

. vader father moeder mother
Iexical Tl - T1
memory cognates

T2a T2b T2a T2b
conceptual
memory
vader/father moeder/mother

: oom uncle tante aunt
lexical Ti Ti
memory noncognates
conceptual
memory A00m uncle "

Figure 1. Some representations in bilingual memory.
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What I primarily intend to do here is to zoom in on some of the circles of Figure 1 to see
what can be discerned there. In so doing, the various parts of Figure 1 will be discussed,
and standard accounts of a number of results from bilingual investigations will be
reviewed. In addition, although they are not backed by new data, alternative explanations
will be suggested.

Although their content was never explicated, the circles at the conceptual level were
never deliberately intended to suggest indivisible entities. In Quillian’s hierarchic network
model of semantic memory (e.g., Collins & Quillian, 1969; Quillian, 1968), from which
many of the views on monolingual and bilingual representation are derived, concepts were
represented in nodes, relations between concepts in links between nodes, and the meaning
of a concept by the pattern of relationships in which the concept node participates (see
Rumelhart & Norman, 1985). So the meaning of bird would consist of ‘is a subset of
animal,” “has as subset canary’, ‘has as subset ostrich,” *has as parts feathers,” ‘can fly,’
ete. Or in the non-hierarchical successor of this model, the meaning of red would consist
of its relation with orange, yellow, green, fire, apples, roses, etc. (Collins & Loftus,
1975). In the same vein, the concept nodes in Figure 1 can be seen as built up from a
number of meaning elements. This is made explicit in Figure 2. The concept associated
with the word vader (father) in Figure 1 is now spread out over six nodes, each of them
representing one meaning element of the word vader. The number six is chosen
arbitrarily. I will henceforth call these conceptual representations ‘distributed’ (see e.g.,
Hinton, McClelland, & Rumelhart, 1986). Instead of there being just one connection from
the lexical node for vader to its conceptual node (Figure 1), the lexical node now has
connections to each of the meaning elements of the conceptual representation. Upon
presentation of the word vader, each of these elements receives excitatory activation via
its connection with the lexical node.

Jexical
| memory

conceptual

memery O O O O O O

Figure 2. A distributed conceptual representation in memory.
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In the next parts of this chapter I will gradually expand Figure 2 with the purpose of
providing new accounts of some of the results obtained in a number of bilingual (and
occasionally monolingual) processing tasks (the essence of some of these accounts was
also suggested by Taylor and Taylor (1990). Only semantic memory tasks will be
considered, that is, tasks that could be performed without consulting episodic knowledge
(even though performance may well be influenced by such knowledge). The tasks being
discussed are: word translation, primed lexical decision (that is, intra- and interlingual
semantic priming and repetition priming, with lexical decision serving as the experimental
task), word association, and semantic-relation assessment.

‘Word trapslation

In a number of studies the word translation task has been used as a means of obtaining
information on the organization of knowledge in bilingual memory (e.g., Chen & Leung,
1989; de Groot, in press; Kroll & Curley, 1988; Potter et al., 1984). In its standard form
the task simply involves presenting the bilingual subjects with words in one language, and
asking them to produce their translation in a second language. In all but one of these
studies (de Groot, in press) the task was used in conjunction with one or more other tasks,
most often picture naming in a second language. A compatison of response times in word
translation and picture naming in the second language was meant to solve the question of
whether word translation takes place via a direct connection between the lexical
representations of the translation equivalents (Route T1 in Figure 1), or indirectly, via an
amodal conceptual representation shared by the two translation equivalents as well as by a
picture of the referent of these words (Route T2 [T2a + T2b] in Figure 1; the node for the
picture is not shown). If translation comes about by tracing T1, it is argued, translation
should take less time than picture naming in the second language, because the route to the
response would be shorter than in picture naming (in which access of the conceptual node
cannot be circumvented). But if Route T2 is traced in translation, word translation and
picture naming should take equally long. In the case of the latter outcome one might want
to conclude, as Potter et al. (1984} did, that no direct connections exist between the
representations of translation equivalents at the lexical representational level.

Fluent bilinguals turn out to be as fast in second-language picture naming as in word
translation (Chen & Leung, 1989; Kroll & Curley, 1988; Potter et al., 1984), but less
proficient bilinguals (or, more precisely, less proficient adult bilinguals; Chen & Leung,
1989) translate faster than they name pictures in their second language (Chen & Leung,
1989; Kroll & Curley, 1988). The data thus indicate that fluent bilingnals use Route T2,
whereas less proficient adult bilinguals take Route T1. This suggests that T1-connections
do exist, but are bypassed by fluent bilinguals during word translation. From a study
comparing naming in a native (Dutch) and a second (English) language, on the one hand,
with translation between the two languages on the other, Kroll and Stewart (1990) indeed
drew the conclusion that T1-connections exist (see also de Groot & Nas, 1991). At the
same time they qualified this conclusion: There ate T1-connections in both directions,
from the stronger to the weaker language and vice versa, but they differ in strength. The
Iink from the weaker (here English) to the stronger language (here Dutch) is the stronger
of the two.

The process involved in what was called ‘tracing’ translation routes above is
presumably ‘spreading activation’: When a stimulus word is presented, it first contacts its
representation in lexical memory. The activation that originates in this mermory node
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spreads out along the paths of the memory network and activates the representations it
encounters en route. Comsequenily, the activation levels of the encountered
representations are temporarily increased, and the corresponding words are readily
available as responses. Which of these activated representations is eventually selected for
responding will depend on the task at hand {and on the exient to which each single one of
them is activaied). In word translation by fluent bilinguals, the representation selected for
responding will typically be that of the stimulus word’s translation in the target language.

How can word translation by fluent bilinguals be depicted in light of the representations
illustrated in Figure 27 Figure 3a shows how this can be done. It repeats Figure 2, but now
a lexical node for the English translation equivalent of vader is added. Additionally, links
between this representation and each of the meaning elements constituting the conceptual
representation are shown. The implicit assumption in this example, right or wrong, is that
the Dutch word and its English translation have exactly the same meaning. Translation
again involves the tracing of links (spreading activation) from the lexical representation of
a word in one language to that of this word in the second language via conceptual
memory, but now the links to be traced are those connecting the lexical nodes with the
individual meaning elements of the conceptual representation.

The meanings of translations often do not fully overlap. This may more often be the
case with some types of words than with others. For instance, it has been suggested that
the meanings of abstract words differ more across languages than those of concrete words
(Taylor, 1976). Such a state of affairs can be captured in a very straightforward way by
representational structures of the kind depicted in Figure 3a. Figure 3b shows a situation
wherein an abstract word in Dutch shares four meaning elements with the corresponding
word in Fnglish. In addition to the common meaning elements, each word has two not
shared by the corresponding word in the other language. Thus, the conceptual
representations now overlap only partly.

It is reasonable to assume that the situations depicted in Figures 3a and 3b lead to
differences in translation performance: The more conceptual elements shared by a pair of
translation equivalents, the more activation will spread from the lexical node of a word to
that of its translation, and the better performance-—as assessed by response speed, number
of errors, and number of ‘omissions’ (where no translation is given)—will be. Staying
with our examples, other things being equal, the concrete word vader should be transiated
faster and/or more often and/or more often correctly than the abstract word idee.

I indeed observed these differential effects for concrete and abstract words in a recent
study on word translation (de Groot, in press), although I argued there that another word
characteristic than word concreteness, namely, ‘context availability’ (see e.g.,
Schwanenflugel, Harnishfeger, & Stowe, 1988) may well underlie them (but this does not
undermine the point I am trying to make here; I could have chosen another word
characteristic than word concreteness to illustrate it). In this same study I also obtained
differential effects for cognates (words with orthographically and phonologically similar
transiations) and noncognates (dissimilar translations). Performance was consistently
better for the former type of words.

In sum, it appears that a memory with distributed conceptual representations could quite

naturally cope with differential translation performance on different types of words.
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lexical
memory

conceptual
memory

Figure 3a. A distributed conceptual representation in memory. Translations have exactly the
same meaning.

Jexical
MEmory

conceptnal
memory

Figure 3b. Distributed conceptual representations in memory. Translations differ in
meaning.

Note, however, that I am not mammomnnmEmﬁnm@omoﬂn:,aoa nrﬁmnﬁoammﬁou
translation performance could be explained this way. For instance, word frequency effects
{de Groot, in press) may be due to differences in the strength of connections {e.g., between
the lexical and conceptual nodes in Figure 1, or between the lexical nodes and the nodes
for the various meaning elements in Figures 3a and 3b) between words of high and low
frequency, rather than to different numbers of shared meaning elements between the

transiations. The stronger the links, the more activation they transmit.

Errors in word transiation .
Words share aspects of meaning not only with their translations, but also with
semantically related words in the same language. They may also share parts of their
meaning with the translations of these semantically related words. Figures 4a and 4b serve
to illustrate this point. At the risk of being too explicit 1 add that the amount of semantic
overlap between the various words suggested in these figures is not based on empirical
findings, but is contrived. At most, some sophisticated guessing is involved in places.

In Figure 4a, the words vader and father again (cf. Figure 3a) share all their meaning
elements. The same is the case with the words moeder and its translation mother. In
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addition, the words vader and moeder have three elements in common. But bacause both
vader and moeder share all their conceptual elements with their respective translations,
vader also has the same three elements in common with mother, and, conversely, father
has the same three in common with moeder.

Figure 4b depicts a situation in which Figure 3b is expanded. The words within both
pairs of translations share four meaning elements. The semantically related words share
two meaning clements both within and between languages.

concepiual
mMemory

Figure 4a. Distributed conceptual representations in memory. Translations share all
meaning elements. Semantically related words share a few, both within and between
langnages.

Figure 4b. Distributed conceptual representations in memory. Translations differ in
meaning, Semantically related words share a few meaning elements, both within and
between languages. ’
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The representations depicted in Figures 4a and 4b could account for a very common
translation error, namely, the production of a word semantically related to the stimulus
word, but in the language of the translation. My work on word translation has abundantly
provided me with such errors. Here are a few examples (the first word is the Dutch
stimulus word to be translated. Its tramslation is given in between brackets.
The last word is the response actually given): kaars (candle)—flame; speld (pin)—needle;
cirkel (circle)-—square; boomgaard (orchard)—vineyard; handdoek (towel)---blanket;
bruid (bride)-wedding; bliksem (lightning)—thunder; aardappel (potato)}—carrot;
plafond (ceiling)-roof. These errors can be understood as arising from the activation of
the lexical node of the response word (e.g., square) via the nodes representing the meaning
clements it shares with the stimulus word (cirkel). The more elements shared between a
stitnulus word and a word in the other language that is not its translation, the larger the
activation in the lexical node for the Iatter will be, and hence the larger the chance that the
associated error will occur.

Translation recognition

In my work on word translation I explored a new version of this task, which I labeled
‘translation recognition.” Bilingual subjects performing this task are presented with pairs
of words, each consisting of a word in their first language and one in their second
language. The task is to decide whether or not the words within each pair are translations
of each other. In terms of Figure 1, translation recognition may involve the tracing of the
links (a spread of activation) departing from the lexical nodes of the two presented words.
Both the direct links at the lexical level and, if present, the indirect ones via the concepiual
level, will be traced. If an intersection of activation occurs anywhere, a yes response is
emitted. If not, the subject responds no. On negative trials (requiring a no response) the
subjects in my experiment were always presented words that were not related in any
obvious sense (phonologically, orthographically, or semantically). The searches starting
from the lexical nodes of the presented words will thus intersect nowhere, and a no
response will be given. According to the distributed view of representation discussed here,
tranglation recognition again entails activation spreading from the lexical nodes of the
words involved and the detection of intersecting activation waves, but now the routes
involved are the links between the lexical nodes and the representations of the individual
meaning elements at the conceptual level.

From the present conception of representation 2 prediction can be derived concerning an
experimental condition I have not tested yet, namely one in which the negative trials
consist of semantically related words (e.g., the word pair vader-mother). Because an
intersection of activation will occur on one or more links {three in the example), the
subjects will be biased towards a yes response. Consequently, the rejection of these words
as a pair of translation equivalents should take relatively long, and relatively many errors
should occur.

More tasks and more effects are hidden in Figures 4a and 4b, for instance, semantic
priming effects within and between languages. They are the topic of the following section.

Semantic priming within and between languages

A robust effect in monolingual investigations is that words in, for instance, a lexical
decision experiment are responded to faster when they follow a semantically related word
(e.g., context stimulus or ‘prime’: Jove; test stimulus: friendship) than when preceded bya
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semantically unrelated word or some neutral context stimulus (Meyer & Schvaneveldt,
1971; see Neely, 1991, for a review). This ‘semantic-priming’ effect is often, again,
attributed to activation spreading between memory nodes, for example, in 2 memory
system of the type illustrated in Figure 1: If a word is presented that corresponds to one of
the representations preactivated through activation spreading from the representation of an
garlier prime, it is recognized, and hence responded to, relatively fast. In this view,
recognition is effectuated as soon as the activation in the test word’s lexical node exceeds
a critical threshold value. In Figure 1, when vader is the prime and moeder the test word,
responding to the latter comes about relatively fast because the lexical node for moeder
has received preactivation from the lexical node of vader via the conceptual nodes for
vader and moeder.

Priming effects of words presented in one language on semantically related words in a
second language can be explained in the same way. If translation equivalents share a
conceptual representation, when vader is presented as prime the lexical node for the test
word mother should also receive preactivation, via the conceptual nodes vader/father and
moeder/mother. Tn fact, under the scheme of the top half of Figure 1 (and given equally
strong T2a and T2b connections), the lexical node mother should receive the same amount
of preactivation as the node for moeder, and the between-language priming effect should
thus be as large as the within-language effect. The bottom half of Figure 1 depicts a
situation wherein within-langnage semantic priming should occur, but no between-
language priming.

A number of studies have shown that a semantic-priming effect can occur between
languages (Chen & Ng, 1989; de Groot & Nas, 1991; Jin & Fischler, 1987; Kerkman,
1984; Kirsner, Smith, Lockhart, King & Jain, 1984; Meyer & Ruddy, 1974,
Schwanenflugel & Rey, 1986; Tzelgov & Henik, 1989). Some of them {Chen & Ng, 1989;
Meyer & Ruddy, 1974; Schwanenflugel & Rey, 1986; Tzelgov & Henik, 1989) suggested
that the interlingual effect is as large as the intralingual effect. Two studies indicated that
the interlingual effect may be word-type specific. Jin and Fischler (1987) observed a
semantic-priming effect across languages for concrete words but not for abstract words.
Under conditions in which the prime was degraded so that it could not be identified by the
subjects, Gerard Nas and I (de Groot & Nas, 1991) obtained a between-language effect for
cognates but not for noncognates, This is in fact why in the bottom part of Fignre 1, which
shows the representation of noncognates, separate conceptual nodes for translation
equivalents, and only within-language connections between semantically-related words at
the conceptual representational level, are depicted. The assumption of separate
representations directly follows from the absence of an interlingual effect for noncognates.
Had there been a shared representation, such an effect should have occurred.

Figures 4a and 4b show how semantic priming, both within and between languages,
comes about when conceptual representations are distributed across a number of nodes
(see also Taylor & Taylor, 1990, and, for monolingual semantic priming, Masson, 1991).
By the time the test word is presented, activation has accumulated in its lexical node via
the representations of the meaning elements it has in common with the prime. The more
elements the prime and test words share, the larger the amount of preactivation in the test
word’s lexical node, and the larger the priming effect should be. Thus, the effect should be
larger in Figure 4a than in Figure 4b (three and two elements shared by the semantically
related words, respectively). Differences in the number of conceptual elements that the
prime and the test word have in common could explain the finding in the monolingual
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literature on semantic priming (e.g., de Groot, Thomassen & Hudson, 1982; Fischler &
Goodman, 1978) that the size of the priming effect depends upon the ‘strength’ of the
semantic relation between the prime and the test words. Of course, a representational
structure of the kind depicted in Figure 1 could also explain such an effect, namely by
assuming that the links between the conceptual representations of semantically related
words differ in strength, the strength of each individual link reflecting the strength of the
semantic relation between the two words represented in the nodes on both ends of the link.
The stronger the link, the more activation it will transmit, and the larger the effect will be.
When one compares one of the accounts of word translation in terms of the
representations depicted in Figure 1 (Route T2), on the one hand, with that in terms of the
representations in Figures 4a and 4b, on the other, one might want to argue that they are in

. fact conceptually the same. But the two conceptions of semantic priming differ

essentially, Given the representations in Figure 1, for semantic priming to arise, activation
in one conceptual representation (of the prime word) has to traverse a link from this
representation to another (of the test stimulus) in conceptual memory, According to the
view depicted in Figures 4a and 4b, no such links between conceptual representations
have to be traversed. They may even not exist. All links responsible for the effect directly
connect nodes in lexical memory with nodes in conceptual memory. The priming effect is
due to the fact that the prime, by activating its distributed conceptual representation, at the
same time activates part of the conceptual representation of the test word.

Representations as in Figures 4a and 4b could also readily account for differences in the
size of the semantic-priming effeci within and between languages. I will not consider the
hypothetical situation where larger between- than within-language effects are obtained. I
do not know of any study in which such a finding was obtained, and it seems intuitively
implausible. But priming effects may be smaller between than within languages. Models
with non-distributed conceptual representations could explain such results in two ways: 1)
There are between-language connections between the representations of semantically
related words in conceptual memory for all words for which the corresponding within-
language connections exist, but they are weaker than the laiter. This option demands the
existence of language-specific conceptual nodes. (In the case of shared representations,
the within- and between-language connections between two nodes in conceptual memory
would in fact be one and the same connection. It is hard to see how this one connection
could be sirong and weak at the same time.) Thus, for example, there would exist a
conceptual node for liefde and one for its translation love; one for vriendschap and one for
its translation friendship. Additionally, there would be relatively strong links between the
nodes for liefde and vriendschap, and between those for Jove and friendship, and there
would be weaker links between the nodes for liefde and friendship, and between those for
love and vriendschap. 2) The between-language connections between the representations
of semantically related words in conceptual memory are as strong as the corresponding
within-language connections, but they do not exist for all of the semantically related
words that are connected within a language. The situation depicted in Figure 1 is one way
to instantiate this second option. Here a subset of the translation equivalents in the
bilingual lexicon (cognates) shares a conceptual representation. The reason the betweea-
language connections are as strong as the corresponding within-language connections is
that they are in fact the same connections. The remaining words (noncognates) are
represented in language-specific conceptual nodes that are only connected to conceptual

representations of semantically related words of the same language. But also compatible
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with Option 2 would be a situation in which al/ translation equivalents would be
represented in language-specific nodes. So there would be, for instance, two word
quartets, vader-father-moeder-mother (cognate translations), and oom-uncle-tante-aunt
(noncognate translations). Each of these eight words would individually be represented in
a conceptual node. All intralingual connections between the conceptual representations of
semantically related words, irrespective of the cognate status of the words involved, could
be equally strong {(vader-moeder; father-mother; oom-tante, and uncle-aunt). The
interlingual connections between the representations of semantically related cognates
(vader-mother and father-moeder} could also be this strong, but no connections would
exist between oom and aunt, or between uncle and tante (noncognates). QOptions 1 and 2
could be distinguished by item analyses on the data, because the interlingual priming
effect should be significant by items if Option 1 were true {(all or the majority of the
interlingually semantically related word pairs would show the effect), but not if Option 2
were true (only a subset of these word pairs would show the effect).

These solutions are relatively complex and may even appear contrived, They are
certainly more complex than the one the distributed view has to offer: It does not seem
far-fetched to assume that semantically related words of the same language often share
more meaning elements than semantically related words of different languages. The larger
the overlap, the more activation will accumulate in the lexical node of the test word, and
the larger the priming effect will be. Hence, the effect will be larger within a language
than between languages.

In this framework, when for particular types of words (abstract words, Jin & Fischler,
1987; noncognates, de Groot & Nas, 1991) a within-language but no between-language
priming effect is obtained, one is not compelled to conclude that the conceptual
representations of those words are strictly separated by language, as one is when
conceptual representations are regarded as indivisible entities. The translations of such
words may still have a large part of their conceptual representations in common, but these
words would not share any of their conceptual elements with semantically related words
in the other language.

Word association

Word association has also been used as a tool to investigate bilingnal memory (Kolers,
1963; Taylor, 1971; 1976), There are two common versions of this task; discrete word
association and continued word association. In the former the associative response to a
stiraulus word has to consist of a single word that is the first word that comes to the
subject’s mind when reading or hearing the stimulus word. In the latter version, the
subject generates as many word associates to the stimulus word as possible within a
prespecified amount of time (often 30 or 60 seconds). In bilingual word-association
studies stimulus words are typically presented in one or both of the bilingual’s two
languages, and responses have to be given either in the language of the stimulus word, or
in the other language. The issue at stake is to what extent the responses in the various
experimental conditions are or are not the same (responses that are translations of those
given in other conditions are considered ‘same’ responses). Same responses are regarded
as supporting the view of conceptual representations being shared between languages.

_Different responses are seen as evidencing language-specific conceptual representations.
Kolers (1963) collected discrete word associations within and between languages. His
subjects all had English as their second language, and German, Spanish, or Thai as their

Bilingual Lexical Representation 399

native language. Each individual subject produced associations in each of the four within-
and between-language conditions. His main finding was that within ail three groups of
bilinguals over half of all responses in the cross-language conditions were unique, that is,
not the same as or a translation of the response word this particular subject gave in either
one of the two within-language conditions, He concluded that ‘experiences and memories
of various kinds are not stored in common in some supralinguistic form but are tagged and
stored separately in the language S used to define the experience to himself” (Kolers,
1963, p. 300). This conclusion may be too strong, given the fact that at least a2 number of
responses were shared between languages: On average, just over 20% of the responses of
an individual subject were the same as or a translation of those she or he produced in all
remaining conditions (e.g., king-queen; king-reina; rey-reina; rey-queen. Examples are
taken from Kolers, 1963), Furthermore, about 30% of the interlingual responses were the
same as or a translation of the response word this subject gave in either the native or
nonnative intralingual condition (e.g., boy-girl; boy-nina; muchacho-hombre; muchacho-
trousers. In this example the subject’s response in the nonnative-to-native condition [boy-
nina] was the same as his response in the nonnative-to-nonnative condition J bay-girl]).
Note that in the examples above the response words are always in some sense
semantically related to the stimulus words. This reflects a fact that always immediately
strikes any student of word association: Although the task instructions never explicitly
demand this, by far the majority of word association responses indeed are words
semantically related to the corresponding stimulus words.

A further interesting finding of Kolers (1963) is that concrete words more often
generated the same responses within and across languages than abstract words and
emotion words did. The former result was also obtained by Taylor (1976), who tested
French-English bilinguals in intra- and interlingual continued word association.
Additionally, she observed that stimulus words with cognate translations more often gave
tise to the same response words in the intra- and interlingual conditions than noncognates
did.

Before drawing conclusions on the basis of these data on the organization of bilingual
knowledge in memory, one would first want to know about the chances that a subject will
respond with the same word when associating to a word twice within the same language.
But for the time being the data suggest, first, that words and their translations in bilingual
memory neither fully share their conceptual representations nor are represented in a totally
segregated way, and, second, that the degree of separation beiween languages varies with
word type.

Like word translation and semanti¢ priming discussed before, the word association task,
both within and across languages, can also be detected in Figures 4a and 4b. In within-
language association, viewed in terms of the memory structures suggested here, the same
paths are involved as in within-language semantic priming (recall that the response words
in word association are typically semantically related to the stimulus words). In between-
language association either a laborious process may take place, or a simpler one. Kolers
(1963) assumed that in cross-language word association, bilinguals either first translate
the stimulus word and then associate to the trapslation, or they first associate to the
stimulus word in the Janguage of the stimulus and subsequently translate the association.
Both of these indirect routes are visible in Figures 4a and 4b (e.g., from vader via
conceptual memory to father, and from there, again via conceptual memory, to mother; ot
from vader to moeder to mother, again both via conceptual memory), but a direct route (as
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direct as the within-language word association route in terms of this type of representation
would be} can also be discerned, from vader into conceptual memory and from there
straight to the lexical node for mother (cf. interlingual semantic priming).

On any trial a number of lexical nodes for words that would all constitute appropriate
responses will be activated. The one activated most will generally determine the response,
So if, in an intralingual condition, after presentation of the stimulus father the lexical node
for mother receives more activation than the nodes for any of the other same-language
words plausibly being activated (for instance, son and child), the corresponding word
mother will be produced as response. If in an interlingual condition following the
presentation of this same stimulus word futher the lexical node for moeder is activated
more than any of the other lexical nodes of words in the target language, this node will
determine the response. In this situation, the within- and between-language responses will
thus be the same. But if the lexical node zoon (son) is activated more than is the node for
moeder, for instance, because the conceptual representation of zoon shares more elements
with that of father than the conceptual representation of moeder does, the intra- and
interlingual conditions will give rise to different responses. The association data suggest
that for some types of words (concrete words; cognates) the maximum activation in the
intra- and interlingual conditions relatively often (as compared to abstract words,
noncognates, and emotion words) occurs in the lexical nodes of translation equivalents.

The tasks discussed so far may be classified into three groups: production tasks,
priming tasks, and relation-assessment tasks, In the production tasks a stimulus word is
presented from which the subject has to generate a particular type of response. All such
tasks implicit in Figures 42 and 4b have been explored so far. These tasks were: word
translation (in Figure 4a, from vader to father and vice versa, and from moeder 1o mother
and vice versa); within-language word association (from vader to moeder and vice versa,
and from father to mother and vice versa); and between-langnage word association (from
vader 10 mother and vice versa, and from father to moeder and vice versa).

In the priming tasks the subjects have to respond to target stimuli preceded by a prime.
The required response could be lexical decision, but other responses may be requested
instead (e.g., pronouncing the targets, or performing some semantic classification of
them). The influence of the prime on target processing is assessed. Unlike in the relation-
assessment tasks to be discussed below, the prime may be ignored by the subjects. The
tasks of this type hidden in Figures 4a and 4b are: intralingual semantic priming (prime:
vader, target: moeder, and vice versa, and prime: father, target: mother, and vice versa),
interlingual semantic priming (prime: vader, target: mother, and vice versa, and prime:
Sfather, target: moeder, and vice versa), and interlingual repetition priming (or ‘translation’
priming; prime: vader, target: father, and vice versa, and prime: moeder, target: mother,
and vice versa). The first two of these have already been discussed, but translation
priming has been ignored so far. It is the topic of the next scction. A characterization of
the third group of tasks, the relation-assessment tasks, is postponed until later, when a few
exaraples of this class of tasks will be discussed.

Translation priming

Translation priming or between-language repetition priming has been looked at in 2 large
number of studies (Altarriba, 1992; Chen & Ng, 1989; Cristoffanini, Kirsner, & Milech,
1986; de Groot & Nas, 1991; Gerard & Scarborough, 1989; Jin & Fischler, 1987;
Kerkman, 1984; Kirsner, Brown, Abrol, Chadha, & Sharma, 1980; Kirsner et al., 1934;
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Scarborough, Gerard & Cortese, 1984). In all but four of them the ‘classical’ interlingual
repetition-priming paradigm has been used. In this paradigm, the inter-stimulus-interval
between a word and its translation is typically long, several minutes or more, and the
subjects produce some response to both the word and its translation. In the four remaining
investigations (Altarriba; Chen & Ng; de Groot & Nas; Jin & Fischler), as in studies on
semantic priming, a word and its translation (or some other test stimulus) followed one
another immediately (across the studies, the stimulus-onset-asynchrony between prime
and test stimulus varied between 60 ms and 1000 ms), and the subjects only responded to
the latter. In all four of these studics translation priming occurred. The effect occurred not
only when the prime was clearly visible (Altarriba, 1992; Chen & Ng, 1989; Jin &

Fischler, 1987), but also when it was masked so that it could not be identified by the
subjects (de Groot & Nas, 1991). We thought masking the prime to be relevant because,
when the experimental task is lexical decision (true for all four studies) and when both the
prime word and the test stimulus are clearly visible, a post-lexical integration process may
also cause a priming effect. This post-lexical process searches for any relation, for
instance, a translation relation, between prime and test stimulus. If it finds one before the
subject executes his or her response to the test stimmlus, it speeds up this response (see de
Groot & Nas, 1991, for details). Whenever the primes are not masked it is thus not clear to
what extent the effect may be attributed to the actual priming process.

in de Groot and Nas (1991, Experiments 3 and 4) the cognate status of the translation
equivalents was varied. Considering the masked-prime condition only, the effect was
always larger for cognates than for noncognates (in one condition the difference in effect
size was substantial: 53 ms), although statistically the effect was always equally large for
the two types of words. The language combination studied by Jin and Fischler (1987) was
Korean-English; that smdied by Chen and Ng (1989) was Chinese-English. Unlike in the
English script, the units in both Chinese and Korean script are characters. Consequently,
Korean-English and Chinese-English translations will always be orthographically
dissimilar. They will also generally be distinet phonologically (except that words imported
from English into Chinese and Korean or vice versa may retain aspects of the
pronunciation of the imported words). In short, the stimulus materials of Jin and Fischler
and of Chen and Ng consisted of noncognates. Altarriba’s (1992) subjects were Spanish-
English bilinguals. The languages involved are both alphabetic, but belong to different
language familics (Romance and Germanic, respectively). Therefore, her translations
probably also consisted primarily of noncognates. Despite the use of noncognates as
stimulus materials, translation priming was obtained in all three studies.

In the studies using the classical paradigm, the interlingual effect is less robust, but
there is a pattern: Translation priming occurs for cognates (Cristoffanini et al., 1984;
Gerard & Scarborough, 1989; Kerkman, 1984), but not for noncognates {Kirsner et al,,
1980; Kirsner et al., 1984; Scarborough et al., 1984). However, there are grounds to doubt
that the effect under the conditions of these experiments is attributable to spreading
activation in bilingual lexical memory, which is our concern here. Instead, it may be an
episodic effect (see de Groot & Nas, 1991, for a discussion).

- If the representations in Figure 1 are the building blocks of bilingual memory,
translation priming for cognates (at least in studies where the non-classical paradigm, the
one modeled on semantic-priming studies, is used) could come about through activation
spreading directly, via Route T1, or indirectly, via Route T2, from the lexical
representation of the prime word to that of the test word, preactivating it prior to its
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presentation {(cf. word translation). For noncognates preactivation could ou.@ come about
via Route T1, because no indirect connections via conceptual memory exist, wm_.umb that
we (de Groot & Nas, 1991} assumed Hmumamma-mcnmwmn ..uounme& Ham_.nmm..ﬁﬁonm for
noncognate translations because for noncognates no interlingual semantic-priming effect
was obtained. However, a translation-priming effect did occur. The noBcEmﬂon of these
two findings forced us to conclude that direct links .ﬁnmﬂ between the lexical :.oag n.&..
translation equivalents. If indeed no indirect nauuaonwum cw.mimou these trapslations m”m
conceptual memory exist, how else could translation priming for noncognates be
xplained? )
) MEES the view of representation illustrated in Figure 1, mﬁ@ present view does .:om
require the conclusion that direct (T1) connections exist between the _mﬁo.n.;
representations of translations. They may exist (indeed o&&..m have proposed their
existence for different reasons; see the section on word translation), w& they do Dot have
to. The data summarized above can no longer be regarded as conclusive m_umsm this. If the
conceptual representation is divided over a number of different nodes, it is wmn.mmo.mw
plausible that for a particular type of word (presently noncognates) .:.»um_mc.on priming
occurs, and does so via conceptual memory, whereas at the same time no _E.n_.:u.m:&
semantic-priming effect for this type of words comes mgﬁ. What 80:6 be required is (at
least partially) overlapping conceptual representations for 2 pair om. aonoom:.mﬁ
translations, while at the same time none of the nodes representing the various meaning
elements in these conceptual representations is linked to the lexical node of the relevant
target word in an interlingual semantic-priming condition.

lation assessment ] )
an of the tasks discussed so far, translation recognition, may be oozmaoﬂa an EmﬁE.Eo
of a class of tasks in which the subjects have to decide whether or not w.umEnEE. Hn_w_uo_w
between two stimuli exists. These tasks necessarily involve :.ﬁ processing of ,coE.w:B:w
on a trial. In this respect they differ from the above priming tasks Anx.n_uaﬁm the
‘classical’ repetition-priming studies), in which the subjects may ignore .E@ .?..ﬁ. stimulus
within each pair of stimuli. Other instances of this group of tasks implicit in ﬂmsam 4a
and 4b would be intra- and interlingual semantic-relation-assessment tasks, which would
require subjects to categorize word pairs according to the presence or absence .,.wm any
semantic relation between the words in these pairs. If such _.&.maoa is detected, as with the
paits vader-moeder (intralingually) and vader-mother (interlingually), the subject should
respond yes. If not (vader-boom, or vader-iree), no mgo.ﬁ be the response.

Analogous to the conception of translation recognition, mmagﬁm-aumsoa assessment
may be conceived of as involving activation spreading from the _Qnoa. nodes of the two
presented words. If an intersection occurs, a yes response can N.uo. emitted. .Hm awr mwao
response may be executed. I do not know of any study in which it is the mcgoo.ﬁm task to
categorize the presented word pairs on the presence. or absence of a@.mnamaan relation
between the words of a pair, but this hypothetical task is strongly reminiscent of the more
specific ‘semantic-verification’ task that has been used in a very large E.:u,cﬂu of wﬁaﬁm
(e.g., Collins & Quillian, 1969; Smith, Shoben, & Rips, Ho.ﬁu. In semantic <nnmmm_uo= as
well a relation between the two words on a trial has to be Emnoé_.aa., but the relation to do
detected has to be of a specific kind. Qther than in the above task, if :.6 words on a trial
are semantically related, but not in the prespecified way, such a trial demands a no
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response. In one study of this type (Caramazza & Brones, 1980), semantic verification
was investigated both intra- and interlingually.

Caramazza and Brones presented word pairs on a screen, the first word referring to a
semantic category, and the second to an instance of this or another category. Subjects had
to press one key if the second word belonged to the category referred to by the first, and to
press another key if such was not the case. Three categories and six instances of each of
them constituted the experimental materials. The categories were ‘furniture,” “fruit’, and
‘vegetables.” Hence, all stimuli were concrete words. The category and instance names
were in the same or in different (English and Spanish) languages. The finding most
relevant here was that response time was not influenced by whether or not the names of
category and instance were in the same language. Two robust findings in semantic
verification studies were replicated by Caramazza and Brones in their cross-language
condition: (1) correct yes responses took less time when the instance was fypical of the
corresponding category (fruit-apple) than when it was atypical (fruit-melon), and (2)
correct no responses took longer when the instance was drawn from a category
semantically related to the category mentioned on the trial {fruit-carrot) than when drawn
from a semantically unrelated category (fruit-chair).

These findings can readily be understood in terms of the distributed conceptual
representations proposed here, by assuming that the critical variable in the decision
process is the number of conceptual elernents a category shares with the instance
presented on the same trial (cf, the interpretation of Smiith et al., 1974, in terms of the
nurnber of shared features). Three specific assumptions need to be made: (1) A typical
instance shares more conceptual elements with its category than an atypical instance. (2)
Not only does an instance share conceptual elements with the category it belongs to, but it
also shares some with a related category. (3) An instance and a semantically unrelated
category do not have any of their conceptual elements in common. When there are many
common elements (typical instance) and, hence, a large amount of activation at the
intersection of the activation waves spreading out from the two presented words, the
subject assumes the instance belongs to the specified category, and immediately responds
yes. When there are no shared elements (unrelated non-instance) and, hence, no area of
intersecting activation in conceptual memory, the subject assumes the instance does not
belong to the specified category and responds no relatively fast. In the case of a few
shared elements (atypical instance; related non-instance) and, therefore, some activation at
the intersection, the subject has to be on guard, because either yes or no may be the correct
response. He or she must somehow evaluate the links of the intersection, a process taking
additional time. Consequently, the response times are relatively long on these trials. The
decision process in the semantic-verification task is thus more complex than in the above
general semantic-relation-assessment task, because in the latter the evaluation stage is
redundant: Any intersection of activation indicates a relation, so whenever an intersection
is detected, a yes response is appropriate (even on trials of the related non-instance type).

The fact that the response pattern in Caramazza and Brones’ study was independent of
the language of the stimulus materials suggests that the English and Spanish words for the
{concrete) categories and instances used in their study shared the same set of conceptual
elements in these bilinguals’ memories.

A second bilingual investigation that belongs in this section is an unpublished study by
Colletta, reported by McCormack (1977). 1t resembles that of Caramazza and Brones
(1980} in that not any but a specific type of relation had to be searched for. Colletta’s
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subjects were English-French bilinguals. They were presented with word pairs and had to
decide for each individual pair whether or not it consisted of synonyms. The words within
a pair were presented either in the same language or in different languages. Response
times in the intra- and interlingual presentation conditions were equally long. This finding
was seen as support for the view that translations share a representation in bilingual
memory. In the present terms it again suggests that the corresponding words in the two
languages share the same set of conceptual elements.

Integration or segregation?

Many an opening paragraph of writings on bilingual lexical organization states that the
lexical knowledge of the bilingual may be represented in two language-specific memory
stores, one for each of this bilingual’s languages, or may instead be integrated in a mmumwm
language-independent store. A tenet of the foregoing has been that the truth may lie
somewhere in between these two extreme positions. Some words may have all of their
conceptual representation, others relatively little or maybe even nothing in common with
their closest translation. Another suggestion made in this chapter is that individual words
may or may not share part of their conceptnal representation with a semanticaily related
word in the other language (and in the same language, but that is of less interest here). The
data reported in this chapter suggest that the emerging representational form is En&.w to
depend on word type (Is the word abstract or concrete? Does it evoke particular emotions
or is it emotionally neutral? Is it a cognate or a noncognate?). But the degree of overlap
between the meaning of a particular word and that of its closest translation may vary with
word type, so it is possible that ultimately not word type per se, but the extent to which
the meanings of the translations overlap, is the critical factor that determines how the two
are stored in memory. )

At various points in this chapter word concrateness was mentioned as a determinant of
bilingual task performance. If amount of meaning overlap indeed underlies the effects of
this variable (meaning overlap determining the amount of sharing between the oouo%Em.m
representations, and the latter, in turn, determining the effects), concrete words and .90:.
translations must be more similar in meaning than abstract words and their transiations.
Although empirical data will have to be collected to substantiate it, the view that the
meanings of concrete words are more similar across languages than those of abstract
words is intitively very plansible. The function of the entitics referred to by concrete
words will generally be the same in different language communities. Wherever we come
across them, chairs are to sit on, and apples to eat. The appearance of these entities will
also generally be the same across different language communities. That of man-made
objects like chairs will to a large extent be imposed on them by their function, and hence
be similar across different communities. That of natural objects like apples will generally
be the same everywhere by virtue of the fact that they are natural categeries. The end-
product of learning a concrete word will thus be a representation of which the content
varies relatively little across languages. Abstract words have no external referents that
could be looked at, handled, utilized, and thus guarantee similarity of the content of the
developing representations across languages. Their meanings have to be acquired .3
looking up these words’ definitions (but see the next section) in a dictionary (or mmwz_m
others to provide them), and, more importantly, by deducing them from the various
contexts in which these words are used. To the extent that these contexts differ between
languages (cultures), the meanings of these words will also differ. In sum, there are good
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grounds to assumne that concrete words and their transiations have very similar meanings,
whereas abstract words and their translations have meanings that differ more substantially,
Consequently, the chances that abstract words are represented language-specifically are
larger than for concrete words.

For one group of abstract words an abundance of literature exists which bears on the
present issue: Many ethnographic studies have been concerned with the meaning of
particular emotion words in the community under investigation. Russell (in press) reviews
the relevant literature and provides a wealth of examples suggesting that the reference of
these words often differs between languages (cultures). A first indication for this is that
languages differ considerably in terms of the number of words they possess to categorize
emotions. The number of emotion words in different languages may vary between over
two thousand at one extreme (in English, although only a minority of these may be in the
vocabularies of individual speakers of English) and only seven at the other (in the
Chewong language; Russell, in press). This may be taken to indicate that there are large
cross-cultural differences in the extent to which people experience emotions (the fewer
emotions, the fewer emotion words, orfand vice versa), but it may also indicate that the
meaning of an emotion word and that of its closest translation in another language differs
(of course, both may be the case). For instance, each of the emotion words in languages
that contain only a few of them may cover more than the corresponding words in
languages with a richer emotion vocabulary. But even when two languages have an
equally large emotion vocabulary, the reference of corresponding words in the two
languages may differ. Given two languages L1-and L2, some of the emotion words in L1
may have a broader, others a more narrow reference than the corresponding words in L2.
Also, L1 words may exist for concepts that cannot be expressed in a single word in L2 or
that do not exist as, or cannot even be conceived as, concepts in L2, and vice versa (the
reader is referred to Russell, in press, for a thorough documentation of all these
situations). All these words are likely candidates for language-specific representation in
the memory of a bilingual whose two languages are L1 and 12, Kolers’ (1963) word-
association data discussed earlier support the present view that emotion words are
relatively often represented language-specifically.

Some of the studies mentioned in this chapter suggested that, besides word concreteness
and the emotional content of words, cognate status of the translation equivalents is yet
another determinant of bilingual performance. I, again, the degree of meaning overlap
between the translations is the critical factor underlying the observed effects (with
representational form as mediator), cognate translations must have more similar meanings
than noncognate translations. A reason for this could be the differential origin of cognate
and noncognate translations: Cognate translations will generally derive from the same root
in a common parent language. If they have both preserved the meaning of this root, or at
least a large part of it, over time, they will have ended up having (about) the same
meaning. In contrast, noncognate translations will generally not derive from the same
root, and there is thus a relatively large chance that their meanings will differ more
between the languages. But it may also be that not (or not only} differences in the degree
of meaning similarity but (also) in perceptual similarity cause cognate translations to
come to share more of their conceptual representations than noncognate translations: 1.2-
learners, noticing the orthographic and phonological similarity between a cognate word
and its translation, may simply assure the two have the same or about the same meaning,
and thus conveniently link the new L2-word onto the conceptual representation of the
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corresponding L1-word, An interesting consequence of this may be that orthographic and
phonological similarity of translations thus blind the learner to differences, if any,
between the meanings of these two words. .

There are other factors that may affect the way translations are stored in bilingual
memory, but that I will only touch upon here. One is the circumstances under which the
languages in question are acquired. Ervin and Osgood (1954) suggest that bilinguals who
learn their two languages in different environments (‘coordinate’ bilinguals) develop a
memory structure with separate representations for word translations in the two languages,
whereas those who learn their languages by using them interchangeably (‘compound’
bilinguals) develop & memory structure with representations that are shared by the two
translations. For instance, the common practice in foreign language classrooms where an
L2 word is taught by directly associating it with its translation in the native language is
one way to create compound bilinguals (see Keatley, 1992, for a longer discussion of this
and related distinctions). Yet another critical factor may be whether or not the person’s
two languages belong to the same family: The chances that translations share a
representation in memory (or share a relatively large part of their representations) may be
Jlarger when the languages of the bilingual are related than when unrelated. But here,
again, the degree of meaning similarity between the translations may ultimately be the
critical factor. Translations of words belonging to related languages may be more similar
in meaning than those of words in unrelated languages. Not the presence or absence of a
relationship between the languages per se, but this meaning similarity at the level of
individual words, may determine how they will eventually be represented in memory.

The contents of the conceptnal representations

The starting-point of the view on bilingual lexical memory set forth in this chapter was
that a conceptual representation is composed of a number of conceptual elements. Until
now nothing has been said about the nature of these elements, In this last section some of
the relevant literature will be discussed.

According to what is known as the ‘classical’ or ‘traditional’ view of concept
representation, concepts are represented by a fixed list of features that together define the
concept (e.g., Katz, 1972, but dating back much longer, to the Greek philosopher
Aristotle); that is, the features are individually necessary and jointly sufficient for
membership of the category (I am using the terms concept and category interchangeably
here, as is done more often). Assuming that concepts can be defined implies that the
boundaries between concepts are clear-cut and stable. For instance, it should be clear
where exactly cups turn into bowls, and where bowls turn into plates. Another implication
of the classical view is that members of a category have equal status, that is, each member
should be as good a member of the category as any other member. Yet another is that a
given concept does not vary within the same individual or across individuals.

Many empirical findings and thought-experiments have cast doubt on this view of
concept representation. I will mention just a few here. Wittgenstein (1953), to name an
illustrious opponent, took the concept ‘game’ as an example with which he challenged it.
He argued that this concept (and most others) cannot be captured in terms of a set of
features that holds for all instances of this category. Rosch (e.g., 1973) collected
experimental evidence suggesting that individual members of a category do not have
equal status. Instead, many categories appear to have a ‘graded’ structure, with some
members being more typical of the category than other members (a chair is 2 more typical
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instance of the category ‘furniture’ than a clock is). Typical members are those that can be
captured in a set of ‘prototypical’ or ‘characteristic” features that are listed for many (not
all) members of this category, whereas atypical members can be described with a list that
contains less of these features common to the category, but instead contains relatively
many features not shared by most of the other members. ,

Experimental studies showing an effect of context on categorization constitute yet
another serious challenge to the classical view. In an early study Labov (1973) collected
data suggesting that concept boundaries are not clear-cut and static, but vary with context.
His subjects had to categorize pictures of objects like cups, bowls and plates by naming
the depicted object. Prior to naming them, they were instructed to, for instance, imagine
someone holding the object and drinking coffee from it or, in a second conditioa, to
imagine the object filled with mashed potatoes and sitting on the dinner table. It turned out
that the objects were classified differently in different contexts: One and the same object
was classified relatively often as a cup in the first of the above contexts, and relatively
often as a bowl in the secord. In related work, Barsalou (1987; Barsalou & Medin, 1986)
provides a wealth of experimental data indicating that concepts vary with context, both
‘long-term’ context (people’s experiences) and current context (e.g., linguistic context or
point of view). For instance, two individuals® concept of ‘bird’ may differ because of
different experiences of these individuals with birds, but the concept of one and the same
individual may also differ at two different points in time because of this individual’s new
experiences with birds in the intervening period. In other words, people’s representation
of categories reflects their experiences (Barsalou & Medin, 1986). That concepts also vary
with current context can be concluded from a study by Barsalou and Sewell (in Barsalou,
1987). Subjects judged instance typicality from one of several international points of view
(for instance, from the American and Chinese points of view). Groups of subjects
(sampled from the same population) taking different points of view produced different
graded structures for the same category (for instance, robin and eagle were judged to be
typical instances of the category ‘bird’ from the American point of view, whereas swan
and peacock were considered typical from the Chinese point of view). Discussing the
variability of concepts, Aitchison (1987, p. 40) uses some lively metaphors. She likens
concepis to elusive butterflies and slippery fish: “Word meanings cannot be pinned down,
as if they were dead insects. Instead, they flutter around elusively like Iive butterflies. Or
perhaps they should be likened to fish which slither out of one’s grasp.’

All these studies thus indicate that it is not a fixed set of defining features that
conceptual representations typically consist of (although some concepts may be
represented that way). The studies showing an effect of current context on the content of
concepts (Barsalou and Medin’s point of view experiment, but also a study by Roth and
Shoben, 1983, showing an effect of current linguistic context) suggest that people
construct representations that suit the context (Barsalon & Medin, 1986). The clearest
demonstration of this is by Barsalou (1983). He showed that people often construct new
categories to achieve a current goal. These ‘ad hoc¢’ categories differ from common
categories in that they are not well established in memory. Examples from his study are
‘ways to make friends’, ‘things that could fall on your head,” and ‘ways to escape being
killed by the Mafia’. It could be argued that this study does not bear on the representation
and processing of common concepts, but the data suggest otherwise: Ad hoc categories
possess the same graded structures as common categories.
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In short, conceptual representations appear to be constructed when needed. Does this
imply that ail of the concept is built vp on-line, in other words, that there is no permanent
representation in memory to be accessed as a whole each time the corresponding word is
encountered, irrespective of context? If so, the view of representation set forth in this
chapter would run into trouble, because it assumes the existence of such static part in the
concept representations. Fortunately, it seems that a relatively stable core representation
* may still be assumed. These cores are generally not definitional (because word definitions
exist for few words) but experientially-based (Barsalou & Medin, 1986). Barsaloa (1982)
distinguishes between context-independent and context-dependent properties (features) in
-concepts. Context-independent properties are activated each time the corresponding word
is encountered (e.g., the property ‘smells unpleasantly’ when encountering the word
skunk). Context-dependent properties are activated only by a relevant context in which the
word occurs (e.g., the property ‘floats’ of the concept ‘basketball’ in the following
sentence: Chris used a basketball as a life preserver when the boat sank; examples are
taken from Barsalou, 1982). A concept’s set of context-independent properties may
constitute a relatively stable core representation in memory. Relatively stable, not just
stable, because these cores are experientially-based. With new experiences the cores may
change somewhat. But many of their properties will be immune to changes: Most birds
will go on flying forever and chairs will always be for sitting, Farthermore, many of these
properties will hold across languages. They are thus plausible candidates for the language-
independent conceptual elements I have assumed in the preceding sections,

An interesting possibility to ponder is that the size of these cores varies with word
concreteness (and maybe with other word characteristics as well), the cores of abstract
words containing fewer elements than those of concrete words. One reason to consider
this is the casual observation that, when asked to define a word, our response often is
particularly clumsy in the case of abstract words. We often do not fare well with concrete
words either (which is not surprising, given the fact that for most words definitions do not
exist), but at least we can come up with some information on the associated concept (e.g.,
its characteristic properties; its function, if any; the superordinate; a number of
subordinates). In the case of abstract words it seems that we can often only think of a
number of contexts in which the word can occur. Another reason is based on a study in
which I collected continued word associations to concrete and abstract words (de Groot,
1989). The words to be associated to were presented out of context, so I assumed the
response words only to reflect context-independent information in the corresponding
concepts. More responses were produced to concrete words than to abstract words, which
I took to indicate that concepts corresponding to concrete words contain more context-
independent information than those of abstract words do. Of course, the fewer context-
independent properties in the representations, the fewer there are to be shared
interlinguaily. This could explain the concreteness effects in bilingual processing tasks
discussed in the preceding sections.

Conclusion

In the preceding sections a unitary account of performance in a number of bilingual
processing tasks was suggested. Its starting point was a very simple one, namely, that
conceptual representations consist of a set of meaning elements of which larger or smaller
numbers may be shared by a word and its translation in another language. But it may be
that things will eventually turn out to be far more complex than suggested here. Althongh
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many findings have been discussed, many others have been ignored or hardly attended to,
for instance, those from studies investigating bilingual memory with episodic memory
tasks. It remains to be seen whether the present framework could also account for those.
Also, the present view assumes processes the details of which appear somewhat
mysterious for the time being. How, for instance, are areas of (intersecting) activation in
memory detected and, if necessary, evaluated? In spite of these questions, I hope to have
succeeded in convincing the reader that the present view is a plausible alternative to the
more established conceptions of bilingual memory and performance.
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CHAPTER 21

Memory-addressing Mechanisms and Lexical Access

Kenneth Forster

Department of Psychology
University of Arizona, Tucson

The study of lexical access is important for two reasons. Not only does it deal with an
integral component of the perception of language, but more generally, it raises a
fundamental question about the functioning of the brain: how is previously stored
information about an input pattern retrieved? The lexical domain is well suited to an
experimental study of this problem, since words form a well-structured and easily
manipulated set of patterns. Furthermore, due to the pioneering work of Herbert
Rubenstein and his colleagues in developing the lexical decision task (Rubenstein,
Garfield, & Millikan, 1971), we have access to a rich set of findings concerning the time it
takes to recognize a word.

The central concept that integrates much of the theoretical and empirical work in this
area is the concept of content-addressable memory. In this paper, we review the
arguments for content-addressability, and consider the similarities and differences among
the various models that have been proposed. In particular, we discuss the proposal that the
mental lexicon is only approximately content-addressable, and that serial search
mechanisms are inevitably involved in lexical access. We will discuss some of the
evidence in favor of this claim, and deal with some of the objections to the notion of serial
search.

Content-addressable retrieval

In a conventional computer memory, each memory location is assigned a number, which
represents its address. Storage or retrieval of data from a particular memory location
requires that the bit pattern cotresponding to its address be first loaded into the address
decoder, a circuit which selects the memory location designated by that address. Once
selected (i.e., enabled), the data within this memory cell can be retrieved or modified. This
retrieval function, R, can be expressed as follows:

R(address) = contents
For this reason, this type of memory is referred to as location-addressable memory.

With content-addressable memory, however, what is retrieved is the address of the
memory cell that has a specified content. That is,

R(contents) = address





